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Software Defined Networks (SDN)
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SDN Architecture
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Federated Learning (FL)

4

Centralized Federated

Central Dataset
Training

Server Server

+ . . =

Global Aggregation

+



Existing FL frameworks and proposed enhancements
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Most of the literature did not pay attention to the networking aspects of

the FL process, which may have a significant performance effects

especially for the time-sensitive applications.

The communication resources have usually background data for many

applications different to FL that introduce a congestion to the client-server

connection. SDN is a promising candidate to handle this issue.



Open Issues
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These works have missed the potential cooperation between SDN

Controllers and FL servers to dynamically select clients based on their

communication resources, link congestion, computational capacity, and

memory.

The dynamic nature of the links used to connect FL clients to the FL

server introduces challenges due to the lack of a dedicated network for FL.

Dynamic client selection mechanism is necessary to select the most capable

clients (CPU, Memory and Communication Resources) round by round,

enabling the FL process to be completed as quickly as possible.



Thesis’s Contribution
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1. Study the feasibility of introducing SDN in the FL process by

dynamically updating routes between FL clients and the FL server

based on link congestion.

2. Introduce a dynamic client selection mechanism based on the

communication resource states between the FL homogeneous clients

and FL server.

3. Introduce a dynamic client selection mechanism considering the

communication resource states as well as the computational and

memory resources of FL heterogeneous clients.

4. Validate the proposed frameworks using a testbed network and

compare the results with FL frameworks without the proposed

approaches to demonstrate their performance improvements.



Proposed Framework
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Network Topology and Infrastructure Design
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Deep Learning Model & Dataset

10

DenseNet121 + 3 Dense Layers 128, 64, 10CIFAR10: 10 Classes (6,000 Images per Class)

DenseN
et121

Dense (128)

Dense (64)

Dense (10)



Results and Performance Evaluation
Dynamic Routing
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Results and Performance Evaluation
Dynamic Routing
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Overload = 0 Mbps

Time Saving = 
465.75 sec

Overload = 50 Mbps

Time Saving = 
3346.7 sec



Results and Performance Evaluation
Delay-dependent Client Selection
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Results and Performance Evaluation
Delay-dependent Client Selection
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Overload = 30 Mbps
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Results and Performance Evaluation
Dynamic Routing + Delay-based Client Selection
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Results and Performance Evaluation
Dynamic Routing + Delay-based Client Selection
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Overload = 25 Mbps



Results and Performance Evaluation
Delay/Computational Resources Client Selection
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Results and Performance Evaluation
Delay/Computational Resources Client Selection
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Conclusion
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• SDN is an efficient candidate to improve the quality of FL in terms of Communication Resources

• The Delay-based Selection is efficient when all network’s clients are homogenous in term of

Computational and Memory resources.

• It solves the problem of Dynamic Routing which can not deals with overload when the all available

paths are overloaded.

• The reduction is increased with increasing the network load.

• Dynamic Routing reduces the convergence time when the network is loaded with other applications’

data.

• The reduction is increased with increasing the network load.

• The Delay/Computational Resources Selection is efficient when the network’s clients are

heterogeneous.

• It solves the problem of Delay-based Selection which can not deals with clients heterogeneity.

• Each Delay and Computational Resources scenario need a specific parameters values (𝜶&𝜷) that

need to be optimized (promising solution AI specifically Reinforcement Learning).
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